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The lowest energy optical electronic absorption band of the three-chromophore system tris(4-bromophenyl)-
amine radical cation is analyzed. The lowest energy electronic transition corresponds to a p-bromophenyl
orbital to nitrogen p orbital transition that places the positive charge on three equivalent p-bromophenyl
chromophores. The excited electronic state is an example of excited-state mixed valence (ESMV), and the
spectrum is interpreted using two ESMV models. The simplest model invokes the concept of an “effective
coupling” between the three identical chromophores with an excited-state energy splitting equal to three times
the coupling. A more accurate model, the “neighboring orbital model”, utilizes the coupling between the
bridge’s and charge-bearing unit’s orbitals closest in energy. The three-chromophore system provides a striking
illustration of the failure of an effective coupling term to account for ESMV splitting. The calculated relative
energies of the diabatic and adiabatic states are different, but the calculated absorption spectra of the two
models show nearly identical vibrational fine structure. Resonance Raman data and the time-dependent theory
of electronic and resonance Raman spectroscopies are used to calculate the spectra.

Introduction

Excited-state mixed valence (ESMV) molecules have two or
more identical charge-bearing units - or chromophores - with
different oxidation levels in the electronic excited state and a
symmetric charge distribution in the ground state. In previous work,
mixed valence compounds with two charge-bearing units have been
studied.1 The charge-bearing units (M) are coupled through a
bridging group (B). The optical absorption spectrum and resonance
Raman intensities can be successfully described by a pair of
coordinate displaced harmonic oscillators coupled to each other.
The coupling in this model is the effective coupling between the
two charge-bearing units arising from their interaction through the
bridge. The magnitude of the coupling determines the extent of
localization or delocalization in the excited state, and the “hopping”
rate of the charge in the delocalized limit.

Many mixed valence compounds have been reported in which
there are three,2-6 four,7-10 or six10-17 symmetrically displaced
charge-bearing units coupled to each other through a bridging
group. In this work, three charge-bearing units are considered
where the charge is located on the bridging unit in the ground
state and can be represented as +BM3. Upon optical excitation
the charge is pushed by the oscillating electric vector of light
onto a chromophore and can be represented as M+BM2. The
magnitude of the coupling between the chromophores deter-
mines the extent to which the charge will either localize onto a
single chromophore or delocalize over the three chromophores.

Wieland showed in 1907 that tris(para)-substituted triary-
lamines gave isolable oxidation products,18 and they were first
correctly identified as radical cation salts by Weitz and
Schwechten in 1926.19 Important work on substituted triary-
lamines and their radical cations was carried out by Walter and

co-workers,20 who improved syntheses, studied spectra, and
obtained the first X-ray structure of a triarylamine radical cation
derivative, the tris-p-phenyl compound.20j Triarylaminium salts
are among the more potent storable single-electron oxidants;21

the tris(4-bromophenyl)amine hexachloroantiminate [N(p-
C6H4Br)3]+SbCl6

- has proven to be a useful synthetic reagent.22

In the ground electronic state of [N(p-C6H4Br)3]+, the charge
is centered on the nitrogen atom with significant charge
delocalization as elucidated by ESR spectroscopy. Electron
delocalization from a nitrogen radical cation toward an aryl
group will introduce spin onto the aryl group carbons, and the
approximate proportionality between spin density and ESR
splitting constant for planar nitrogens and aryl hydrogens
provides a way to assess the charge distribution in the radical
cation. An accurate nitrogen ESR splitting constant has appar-
ently not been reported for the bromo-substituted compound as
its ESR spectrum is especially broadened.20d The splitting
constant for the chloro analogue is 9.62 gauss,23 corresponding
to a spin density of about 0.38 at nitrogen. The ortho hydrogen
ESR splitting constants have been measured at 2.10 G for the
p-Cl and 2.04 G for the p-Br compounds,20h corresponding to
spin densities of about 0.09. These ESR splitting constants imply
significant delocalization of spin and thus charge onto the three
aryl rings in the radical cation ground state, but less spin on
each aryl ring than on the bridging nitrogen. Upon excitation
more charge is pushed onto the p-bromoaryl groups.

In this paper an effective coupling model and a neighboring
orbital model are introduced to describe the excited-state mixed
valence transition. The effective coupling model consists of three
displaced harmonic oscillators coupled directly to each other,
representing the three chromophores. The coupling is an
effective coupling arising from the interaction of the three
chromophores with each other through the bridge. The bridge
is represented by a single harmonic oscillator centered at the
electronic origin energetically displaced from the mixed valence
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state. In the neighboring orbital model three displaced harmonic
oscillators, representing the chromophores, are coupled to an
energetically displaced harmonic oscillator, representing the
bridge. The three chromophores are not coupled directly to each
other, but the charge-bearing units are still able to communicate
with each other through the bridge. The spectra for each model
arecalculatedusingthetime-dependent theoryofspectroscopy.24-27

Numerical and Theoretical Methods. TD-DFT and Koop-
mans-based calculations were performed to assign the bands
observed in the optical absorption spectrum of [N(p-C6H4Br)3]+.
The possible single-electron transitions are identified using
Hoijtink-type designations:28,29 type A transitions are � (“filled”)
f � SOMO, type B are R SOMO f R (virtual), and type C
for all other transitions. Transitions from both filled and virtual
orbitals are numbered as their energy separation from the SOMO
increases. In Koopmans-based calculations30-33 transitions are
assigned using neutral at the radical cation geometry (NCG)
for the type A transitions, and dication at the radical cation
geometry (DCG) for the type B transitions. The lowest energy
transitions of radical cations are often type A, with little
configuration interaction (CI) mixing. The next large band is
often type B, with higher amounts of CI mixing corresponding
to the greater transition energy. Koopmans-based calculations
often produce values that are closer to the observed transition
energies than do TD-DFT calculations, despite the fact that
Koopmans-based calculations ignore CI. Vibrational calculations
were performed on the optimized radical cation to assign the
Raman modes. All calculations were carried out in the Gaussian
03 suite using the B3LYP/6-31G* method and basis set.34

Time-Dependent Theory: Calculation of the Electronic
Absorption Spectrum for Three Chromophores. The funda-
mental equation for the calculation of an absorption spectrum
in the time-dependent theory is

I(ω))Cω∫-∞

+∞
exp(iωt){ 〈Φ|Φ(t) 〉 ×

exp(-Γ2t2 +
iE0

h
t)} dt (1)

with I(ω) as the absorption intensity at frequency ω, E0 the energy
of the electronic transition at the origin, and Γ a phenomenological
damping factor that accounts for relaxation into other vibrational
modes of the molecule and to the “bath”.24a-c The effect of
increasing Γ is that the resolution of the absorption spectrum
decreases, thereby broadening out vibrational fine structure. The
most important portion of eq 1 is 〈Φ|Φ(t)〉, the autocorrelation
function of the wave packet (Φ) prepared on the excited-state
potential surfaces after the optical electronic transition, with the
wave packet developing on the surface in time (Φ(t)). In the
absence of coupling, the total autocorrelation function in a system
with K coordinates is given as

〈Φ|Φ(t) 〉 )∏
k)1

K

〈�k|�k(t)〉 (2)

where �k is the wave packet associated with coordinate k (k )
1,..., K). In the following section only a single coordinate will
be considered, eliminating the index k for clarity.

In the effective coupling model the t ) 0 wave packet is
defined as

�(X, Y, j, t) 0))∑
j)1

3

µj�i(X, Y) (3)

where �i denotes the lowest energy eigenfunction of the ground-
state surface. The ground-state eigenfunction is multiplied by

the transition dipole moment, µj. The sign of µj depends on the
direction of the electron transfer and is determined by orienta-
tional averaging.35 The dipole moments are discussed later on
in section 6.

In the effective coupling model three coupled surfaces,
representing the excited state, are involved, and it is necessary
to keep track of the three wave packets �j (j ) 1, 2, 3) moving
on the coupled potential surfaces.36 The wave packet �j(t) is
given by the time-dependent Schrödinger equation:

i
∂

∂t(�1

�2

�3
)) ( H1 Heff Heff

Heff H2 Heff

Heff Heff H3
)(�1

�2

�3
) (4)

Heff is the coupling between the diabatic potentials. The
diagonal elements Hj of the total Hamiltonian are given as

Hj )- 1
2M

∇ 2 +Vj(X, Y) (5)

The gradient term is the nuclear kinetic energy and Vj( X, Y)
is the potential energy as a function of the configurational
coordinate given as

V1(X, Y)) 1
2

k[(X-∆)2 + Y2]

V2,3(X, Y)) 1
2

k[(X+ 1
2

∆)2
+ (Y(

√3
2

∆)2] (6)

The force constant is defined as k ≡ 4π2M(hωj)2, and ∆ is
the displacement of the potential minimum along the configu-
rational coordinate. Although harmonic potentials are chosen
for simplicity, the functional form of Vj is not restricted by the
model.

In the neighboring orbital model the spectra are calculated
using eq 1. The t ) 0 wave packet is defined as

�(X, Y, j, t) 0))∑
j)1

4

µj�i(X, Y) (7)

The ground-state eigenfunction of the coupled system is given
as �i. The ground-state wave packet is multiplied by the
transition dipole moments discussed later. It is necessary to keep
track of four wave packets �j (j ) 1, 2, 3, 4) moving on the
coupled potential surfaces. The wave packet �j(t) is given by
the time-dependent Schrödinger equation:

i
∂

∂t(�1

�2

�3

�4

)) (H1 V V V
V H2 0 0
V 0 H3 0
V 0 0 H4

)(�1

�2

�3

�4

) (8)

V is the coupling between the bridge diabat, H1, and the
chromophore diabats, Hj (j ) 2, 3, 4). The diagonal elements
Hj are defined according to eq 5. The potential energy as a
functional form of the configurational coordinate is given as

V1(X, Y)) 1
2

k[X2 + Y2]+EB

V2(X, Y)) 1
2

k[(X-∆)2 + Y2]+EM

V3,4(X, Y)) 1
2

k[(X+ 1
2

∆)2
+ (Y(

√3
2

∆)2] +EM (9)

k and ∆ are the same as defined earlier, and EB and EM are the
energies of the potential minimum for the bridge and chro-
mophore states, respectively.
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The ground-state eigenfunction is found using

�i ) const∫0

T
η(t) w(t) exp[ iEit

h ] dt (10)

where �i is the ground-state eigenfunction corresponding to the
eigenvalue Ei, η(t) is the propagating wave function initially
located arbitrarily on the surface, and w(t) is a Hanning window
function. Note that for coupled potentials, as in the neighboring
orbital model, the ground-state eigenfunction is an array with
four components corresponding to the four diabatic potentials
composing the basis of the calculations.

Results and Discussion

1. Electronic Absorption Spectrum. The absorption spec-
trum of [N(p-C6H4Br)3]+ and the band assignments using TD-
DFT are shown in Figure 1. The results are summarized in Table
1, along with Koopmans-based calculations. The low-energy
band at 13 700 cm-1 is assigned as the HOMO to SOMO
transition (A1,2). This transition is the one that will be modeled
as a mixed valence transition. The shoulder occurring at about
15 800 cm-1 is assigned as a transition from the nonbonding
aryl orbitals (A3,4) to the SOMO. The band with a maxium about
27 200 cm-1 is assigned as a complex transition involving
considerable configuration interaction, including contributions
from the e pair of single-node aryl orbitals having overlap with
the nitrogen p lone pair to the SOMO(A10,11), the SOMO to
LUMO transition (B1,2), and eight type C transitions (see section
3 for MO drawings).

2. Raman Spectra and Excited-State Distortions. Raman
spectra were collected both in and out of resonance with the

lowest energy absorption band. Figure 2 shows the Raman
intensities measured using 482.9, 530.9, 568.2, 647.1, and 676.4
nm laser excitation wavelengths; the absorption profile in KBr
is shown revealing that the enhancement profile follows the
absorption profile. The Raman spectra were collected in KNO3,
and the absorption spectrum was collected in KBr; these two
salts typically have similar solvatochromic shifts. The distortions
of the enhanced vibrations are calculated using Savin’s formula
with KNO3 as the internal standard; the values are used to
estimate the distortions employed in calculating the electronic
absorption spectrum in section 7, reported in Table 2. The
distortions can be interpreted as mode-specific reorganization
energies, using the relationship λq ) (1/2)∆2ω, which results
in a vibrational reorganization energy of 600 cm-1; the
calculated reorganization energy using B3LYP/6-31G* is 1109
cm-1 including a 57 cm-1 mode comprising about half of the
reorganization energy.37 Vibrational assignments were made
using the frequency calculations described in the numerical
methods section.

3. Gaussian Calculated Molecular Orbital Diagram. The
Koopmans-based calculations were used to make the molecular
orbital diagram of [N(p-C6H4Br)3]+, shown in Figure 3. The
diabatic orbitals used to describe the excited-state mixed valence
transition (A1,2) are the antibonding combination of the aryl and
bromine (Hπ*) and the nitrogen pz orbital (HN). The totally
symmetric linear combination of the Hπ* orbitals interacts with
the bridge giving two totally symmetric molecular orbitals (H3

A

H2
A); these two totally symmetric molecular orbitals and the

doubly degenerate molecular orbital pair (Hπ*
E) are described

by the adiabatic surfaces in both the effective coupling and
neighboring orbital model, Vide infra.

Figure 1. Absorption spectrum of [N(p-C6H4Br)3]+ in acetonitrile,
compared with TD-DFT calculations, given by the vertical lines.

TABLE 1: Comparison of Calculated Absorption Bands for (p-C6H4Br)3N Radical Cation ((U)B3LYP/6-31G*, D3 Symmetry, a2

SOMO)

obsvd in CH2Cl 2 TD-DFT (10 transitions) Koopmans-based

hν, cm-1 (ε M-1 cm-1) hν, cm-1 (f a) assignment hν, cm-1 (f a) assignment

(1) 13 700 (31 000) 13 870 (0.472) 0.85 A1,2, 0.03 B1,2 12 500 (0.280) A1,2 e
shb ∼15 800 (8100) 17 070 (0.009) 0.97 A3,4, 0.03 A6.7 16 660 (0.002) A3,4 e

19 010 (0.0012) 1.00 A9 18 540 (0.003) A5 a1

19 600 (0.0000) 0.97 A5, 0.02 A8 20 750 (0.000) A6 a2

19 710 (0.0001) 0.97 A3,4, 0.03 A6,7 21 670 (0.000) A7 a2

20 160 (0.0000) 0.94 A8, 0.015 A5
c 21 680 (0.000) A8,9 e

(2) 27 200 (20 100) 27 540 (0.066) 0.63 A10,11, 0.23 B1,2
d 28 430(0.000) A10,11 e

30 060 (0.202) B1,2 e

a Oscillator strength. b Shoulder. c Also a contribution of 0.015 B6. d Also a total contribution of 0.14 for eight type C bands, none greater
than f ) 0.021.

Figure 2. Absorbance profile of [N-(p-C6H4Br)3]+ in KBr, shown by
the solid line, and the resonance Raman excitation profiles of selected
modes relative to the 1050 cm-1 mode of KNO3, given by the points
connected by lines. The relative intensities of the two modes near 650
and 1550 cm-1 have been added together for clarity.
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The nonbonding aryl orbitals (Hnb) are not of appropriate
symmetry to interact with the bridging nitrogen; the shoulder
at ∼15 800 cm-1 is attributed to the transition from the
nonbonding orbitals to the SOMO (A3,4). The unexpected nodal
pattern on the aryl group of orbital H2

A arises from a contribution
of the bonding combination between the aryl and bromine (Hπ)
in addition to Hπ* and HN.

4. “Effective Coupling” Model. The lowest energy transition
can be modeled as a charge transfer from the bridging nitrogen
atom (B) to the aryl groups (M). The ground state is represented
by a single harmonic oscillator centered at the electronic origin
(HN). The excited state, corresponding to the electron transfer
from the three p-C6H4Br charge-bearing units (HArBr) to the
nitrogen, is represented by three degenerate harmonic potential

energy surfaces displaced from the electronic origin according
to the C3 point group. The excited-state diabats are energetically
displaced from the ground state. The three harmonic oscillators
are coupled directly to each other as seen in He.c. (eq 11), since
they are allowed to interact through the bridge. The coupling
can be described as the effective coupling (Heff) between the
three charge-bearing units.

He.c ) [HN 0 0 0
0 HArBr Heff Heff

0 Heff HArBr Heff

0 Heff Heff HArBr
] (11)

The effective coupling between the three excited-state diabats
serves to split the excited state into three adiabatic states, as
shown in Figure 4. The three adiabatic states are separated in
energy by three times the effective coupling. Two of the
adiabatic states are degenerate at the electronic origin and are
displaced from the diabatic energy by -Heff. The two degenerate
adiabats represent the E electronic state, which has a dipole
allowed electronic transition from the ground state. The third
adiabatic state representing the A excited electronic state is
displaced from the diabatic energy by 2Heff. The transition from
the ground state to the A excited state is dipole forbidden but
vibronically allowed.

5. Neighboring Orbital Model. The neighboring orbital
model for the three chromophore system can be written using only
the frontier molecular orbitals of the bridge and chromophore
system. The bridging group - in this case the pz orbital of the
nitrogen atom - is allowed to interact with each of the three
chromophores. The frontier molecular orbitals of the three chro-
mophores - p-bromoaryl groups - are the antibonding combination
between the π aryl orbital and the bromine pz orbital, seen in Figure
3. The diabatic energies of the bridging group, HN, and the three
chromophores, HArBr, are on the diagonal of the model Hamiltonian
(eq 10). The bridge is allowed to interact, or bond, to the
chromophores through off-diagonal coupling elements, as seen in
the matrix Hunsym (eq 12). The ground state in the diabatic basis
corresponds to the hole in HN, seen in Figure 5.

TABLE 2: Observed Resonance Raman Frequencies and
Intensities and Calculated Distortions and Assignmentsa

ωb ωc ∆d ∆e λq
f assignmentg

171 156 0.75 0.70 42 molecular stretch (a1)
282 280 0.80 0.80 90 ring rocking (e)
404 416 0.26 0.20 8 ring rocking (e)
454 455 0.37 0.40 36 molecular stretch (a1)
511 526 0.18 0.15 6 ring breathing/N-Ar scissors (e)
618 633 0.23 0.30 28 ring breathing (e)
672 686 0.21 0.83 230 ring breathing/N-Ar scissors (e)
810 837 0.25 0.25 25 out of plane Ar-H bend (e)
917 932 0.16 0.10 4 Ar-N-Ar scissors bend (e)

1001 1025 0.10 0.10 5 in plane ring breathing (a1)
1065 1096 0.33 0.40 85 Ar-Br stretch, ring breathing (a1)
1172 1198 0.16 0.20 23 Ar-N stretch (a1)
1547 1586 0.16 0.10 8 ring stretch (e)
1558 1613 0.12 0.10 8 ring Stretch (e)

a All frequencies and energies are given in cm-1. b Measured
frequency. c Gaussian calculated frequency. d Distortions from
Savin’s formula. e Distortions from spectral fit. f Reorganization
energy, using distortions from spectral fit. g Symmetry assignment

Figure 3. Calculated neighboring orbital model with the two lowest
energy transitions, A1,2 A3,4. The labels of the diabatic states are shown
above and below the figures; the labels of the adiabatic states are shown
alongside. All of the molecular orbitals are filled except for the highest
energy orbital (H3

A), which is the SOMO. The totally symmetric linear
combination of the nonbonding aryl orbitals (Hnb

A) is not shown.

Figure 4. Simplified molecular orbital diagram for the effective
coupling model. The bridge does not mix with the chromophore orbitals
and remains energetically equivalent to the diabatic bridge state. The
three chromophores couple to each other splitting the E and A states
from the diabatic energies by -Heff and +2Heff, respectively. The
ground-state electron configuration is shown for both the diabatic and
adiabatic basis.
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Hunsym ) [HN
V

√3

V

√3

V

√3
V

√3
HArBr 0 0

V

√3
0 HArBr 0

V

√3
0 0 HArBr

] (12)

The diabatic energies of the three chromophores are degener-
ate by interchange symmetry. Symmetry adapted linear com-
binations of the three chromophore orbitals can be made using
the C3 point group without breaking the degeneracy of the three
diabats. There is one symmetric linear combination, HA, and a
pair of doubly degenerate linear combinations, HE. The sym-
metric linear combination is of appropriate symmetry to interact
with the bridge, as seen in Hsym (eq 13). The E linear
combinations are not of appropriate symmetry to interact with
nitrogen pz orbital and consequently remain energetically
equivalent to the diabatic energies HArBr.

Hsym ) [HN V 0 0
V HA 0 0
0 0 HE 0
0 0 0 HE

] (13)

The symmetric linear combination and the bridge will interact
to form a bonding (in phase) and antibonding (out of phase)
combination; the adiabatic approximation gives the energies of
the symmetric molecular orbitals, shown in Figure 5. The ground
state in the adiabatic basis corresponds to the hole in the highest
energy orbital, the antibonding combination. The extent of the
energetic splitting depends on the magnitude of the coupling; a
larger coupling will yield a larger splitting. The eigenvalues
given by the adiabatic approximation are given in eq 14.

A1,2 )
1
2

(HN +HA ( √(HN -HA)2 + 4V2) (14)

The coupling in the effective coupling model is not the same
as the coupling outlined in the neighboring orbital model. The
three chromophores in the effective coupling model are coupled
to each other; it is assumed that they are allowed to interact via
the bridge. The coupling gives control over the exchange or
“hopping” rate of the charge between the three chromophores
in the excited state. The coupling in neighboring orbital model

allows the chromophores to interact indirectly by coupling them
to the bridge, not directly to each other.

6. Transition Dipoles. In order to describe the electronic
transition in the three-chromophore system, it is necessary to derive
how the ground and excited electronic states are connected upon
optical excitation. In the case of [N(p-C6H4Br)3]+, the charge in
the ground state is delocalized over the entire compound. More
charge is pushed onto the chromophores by the electric vector of
light - giving the three unit vectors of the unsymmetrized transition
dipoles. The magnitude of each transition dipole is equivalent as
required by the interchange symmetry imposed on the system. It is
possible that the charge localizes onto a single chromophore upon
excitation. However, in the case of strongly interacting chromophores,
as in [N(p-C6H4Br)3]+, it is more accurate to describe the wave packet
as evolving on all three diabatic potential surfaces representing the
p-bromoaryl groups, which interact with each other through the bridge.

The electronic absorption spectrum of the three-chromophore
system is calculated using the time-dependent quantum wave
packet propagation.24 Since the three chromophores are allowed to
interact with each other, it is necessary to know the phase relation
between the chromophores as the charge “hops” between the chro-
mophores across the bridge. The phase relation is important as it
determines whether there is constructive or destructive interference
between the wave packets and thus determines the selection rules and
the vibrational fine structure.

The collected spectra are composed of an ensemble of
randomly oriented molecules with respect to the electric vector
of light; the calculated spectrum requires an average over all
possible orientations. This procedure, outlined in the Supporting
Information, indicates the initial phase relation required between
any of the chromophores upon optical excitation. The result of
the orientational averaging gives the autocorrelation function
(〈Φ|Φ(t)〉) that describes how the wave packets develop in time.
The autocorrelation function reveals that the phase of the wave
packet must change sign across the origin of the molecule.

The diabatic transition dipoles can be written in an infinite number
of ways, just as the pair of doubly degenerate linear combinations
can be displayed in an infinite number of ways. In keeping with the
Cartesian coordinate system of the C3 point group, a pair of dipole
moment matrices, µx and µy (eq 14a), can be defined as the x and y
vector components of the transition dipoles of each of the individual
chromophores. The two dipole matrices can be symmetrized using
the C3 point group - the same transformation performed on Hunsym.
The symmetrized transition dipoles, µsym

x and µsym
y (eq 15), show

the A f E transition is dipole allowed; the A f A transition is
electronic dipole forbidden but vibronically allowed.

µy ) ( 0 1
-1
2

-1
2

1 0 0 0
-1
2

0 0 0

-1
2

0 0 0
) µx ) ( 0 0 √3

2
-√3

2
0 0 0 0
√3
2

0 0 0

-√3
2

0 0 0
)
(14a)

µsym
y ) ( 0 0 √6

2
0

0 0 0 0
√6
2

0 0 0

0 0 0 0
) µsym

x ) ( 0 0 0 √6
2

0 0 0 0
0 0 0 0
√6
2

0 0 0
) (15)

Figure 5. Simplified molecular orbital diagram for the neighboring
orbital model. The bridge is mixed with the A linear combination of
chromophore orbitals. The relative energy of the E linear combination
is unchanged from the diabatic energy. The electron configuration for
the ground state is shown for both the diabatic and adiabatic basis.
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7. Calculated Spectra from the Two Models.
EffectiWe Coupling Model. The electronic transition at 14 220
cm-1 can be modeled using either the effective coupling model
or the neighboring orbital model. The effective coupling model
possesses a single nondisplaced oscillator, representing the
ground state with the charge localized on the nitrogen. The
excited state is represented by three diabatic oscillators displaced
according to the C3 requirement and coupled to each other. The
transition is modeled by a vertical transition of the ground-state
wave packet onto the mixed valence excited state. The wave
packet is placed with opposite phase onto two of the excited-
state diabats with no intensity on the thirdsas the transition
dipoles dictate. The spectrum is finally generated by allowing
the wave packets to propagate in time on the mixed valence
excited-state surfaces.

The sign and the magnitude of the effective coupling (Heff)
both influence the spectral results. The sign of the coupling

influences the identity or relative energy of the adiabatic surfaces
used in describing the system. The adiabat representing the A
excited state is displaced by +2Heff at the electronic origin. The
adiabats representing the E electronic state are degenerate at
the electronic origin and are displaced by -Heff. When modeling
the spectra of [N(p-C6H4Br)3]+ positive coupling is used as the
E excited-state surfaces are closer in energy than A excited-
state surface relative to the energy of the ground-state surface.

The influence of the magnitude of the effective coupling is
displayed in Figure 6. As the magnitude of the coupling is
increased, the energy separation between the E and A excited
states increases. It is also observed that as the effective coupling
increases the intensity of the vibronically allowed transition to
the A excited state becomes weaker. The spectra calculated with
low damping displayed in Figure 6 show vibrational fine
structure, which broadens as the damping is increased. The
vibrational fine structure observed in the E excited state is
approximately pω, where ω is the oscillator strength of the

Figure 6. Calculated spectra using the effective coupling model:
Hef f ) 500, 1000, 2700 cm–1; ω ) 500; Γ ) 30 (red trace, sharp line;
units on left axis), 300 cm–1 (black trace, broad band; units on right
axis). The arrows point to the vibronically allowed A f A transition.
Note that the allowed transition to the E state decreases in energy as
the coupling is increased.

Figure 7. Calculated spectra using the neighboring orbital model:
V ) 2530, 3530, 5530 cm–1; ω ) 500; Γ ) 30 (red trace, sharp lines;
units on left axis), 300 cm–1 (black trace, broad band; units on right
axis). The arrows point to the vibronically allowed A f A transition.
Note that the allowed transition to the E state remain fixed in energy.
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diabats in the excited state, as is expected for a transition to the
doubly degenerate electronic state.38

Neighboring Orbital Model. The neighboring orbital model
Hamiltonian can also be used to model the three-chromophore
system. In this model there are four diabatic surfaces: three
diabats are energetically degenerate - representing the chro-
mophores - and the fourth diabat is energetically displaced -
representing the bridge. The chromophore diabats are displaced
from the electronic origin according to the C3 point group; the
bridge diabat is centered at the electronic origin. Each of the
three chromophore diabats is coupled to the bridge diabat, but
not to each other. The ground-state eigenfunction corresponds
to the odd electron (or equivalently the hole) residing in the
highest energy orbital and is calculated using the four coupled
diabats. The transition is modeled by multiplying the ground-
state eigenfunction by the unsymmetrized transition dipole
matrix, section 6, and propagating in time. Including the on-
diagonal portion of the transition dipole moment only affects
the total intensity of the spectrum; the absolute intensity is not
being considered, so the on-diagonal portion is neglected.

The magnitude of the coupling influences the spectra in a
manner similar to that of the effective coupling model. Increas-
ing the coupling causes the energy spacing between the E and
A excited states to increase, as shown in Figure 7. As the
magnitude of the coupling increases, the intensity of the
vibronically allowed transition to the A excited state also
becomes weaker. The sign of the coupling has no influence on
the spectrum.

The effect that the coupling has on the adiabatic energy levels
is different from that of the effective coupling model. The
neighboring orbital model correctly reproduces the prediction
that the two E adiabats remain energetically equivalent to the
diabatic energies of the charge-bearing units and the two A states
split in energy. The effective coupling model fails to reproduce
the prediction that the two E states remain energetically
equivalent to the diabatic energies of the charge-bearing units;
both the E and A excited states are split away from the diabatic
energies of the charge-bearing units. The vibronic bands
calculated by both models are remarkably similar; both display
a vibrational spacing of pω due to the symmetric component
of the electronic motion.

Fitting the spectrum requires the use of all of the displaced
normal modes observed in the resonance Raman spectrum. A
good fit (Figure 8) was obtained by using similar distortions
estimated from Savin’s formula with the exception of the 672
cm-1 mode that required a larger delta. This mode probably

cannot be modeled by a displaced harmonic potential with no
change in force constant. The most highly distorted normal mode
(282 cm-1) corresponds to a ring rocking as expected for the
formal nitrogen p nonbonding orbital to the nitrogen-C6H4Br
pi antibonding orbital transition that weakens the N-C pi
interaction.

Summary

The excited-state mixed valence transition for three-chro-
mophore systems can be modeled using either an effective
coupling model or a neighboring orbital model. The models were
explored using tris(4-bromophenyl)amine as an instructive
example. The three chromophores are directly coupled to each
other in the “effective coupling model” resulting in a splitting
of three times the effective coupling between the excited state
adiabats. In the “neighboring orbital model” the three chro-
mophores are coupled to the bridge. The adiabats representing
the E excited state are energetically equivalent to the chro-
mophore diabatic energy. The extent of the splitting between
the two A adiabats depends on the magnitude of the coupling.
Both the effective coupling model and the neighboring orbital
model yield similar results with respect to the dipole and
vibronically allowed electronic transitions as well as the
vibrational fine structure. The major significant difference is
that in the neighboring orbital model the E states remain
unshifted in energy with respect to the diabatic energies of the
chromophores, which is where the effective coupling model
breaks down. The lowest energy transition in the absorption
spectrum is assigned as an electronic transition from the HOMO
to the SOMO using Gaussian 03.34 The absorption spectrum
was calculated with the time-dependent theory of spectroscopy
using all of the resonantly enhanced Raman modes. The most
highly distorted normal mode corresponds to a ring rocking as
expected for the formal nitrogen p nonbonding orbital to the
nitrogen-C6H4Br pi antibonding orbital transition that weakens
the N-C pi interaction.
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